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Abstract  

 
This study investigates students’ attitudes and motivations in using ChatGPT-generated feedback 

to support their learning at the tertiary level. The study discerned the factors that influenced 

students' feedback usage and compared the way they learned from ChatGPT (Artificial 

Intelligence mediation) and Educators (skilled individuals) across three key stages of assessment 

– ideation, execution, and completion. The art of personalised learning is described using 

Vygotsky’s social constructivism, which articulates and explores the dynamic between the three 

different learning zones and the roles of ChatGPT and educators in personalised learning. 

Employing a mixed-method research design, the study collected quantitative data through online 

survey of 102 undergraduate students from across five disciplines (Arts and Communication, 

Commerce and Business, Information Technology, Engineering and Sciences, and Health and 

Applied Sciences) - at an Australian offshore campus in Sarawak, Malaysia. Qualitative insights 

were gathered through semi-structured interviews to explore recurring themes and patterns in 

participants’ perceptions and experiences. Findings revealed generally positive attitudes toward 

ChatGPT-generated feedback, and students’ motivation was influenced by personal learning goals, 

institutional policies on AI use, and assessment practices. The study provides insights to educators 

in redesigning effective measures to integrate hybrid human-AI feedback solutions into the course 

curriculum and assessment based on students’ perspectives and characteristics, such as self-

regulation, attitude, and motivation.   
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INTRODUCTION  
 
Since ChatGPT was released in November 2022, the chatbot has gone viral and become debatable in 

academic settings (Frydenberg et al., 2024) when many higher-degree students adopted it (Wong, 

2024). However, the introduction of ChatGPT has posed multiple challenges to education by changing 

its practices (Krašna & Bratina, 2024) and paradigms (Kayyali, 2024) as well as redefining the 

originality of students’ work that could possibly be framed as academic misconduct and plagiarism 

(Bhullar et al, 2024; Luo, 2024). When the assessments get more complex, it becomes harder to 

differentiate the authorship of students’ work (Irena et al., 2024) because ChatGPT can paraphrase 

responses and make them less detectable by existing detection software (AlAfnan et al., 2023). 

Furthermore, ChatGPT-generated feedback is found to be less effective than human feedback in 

addressing errors in passive voice and improving syntax in writing (Cao & Zhong, 2023). 
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The study investigates how students engage with ChatGPT-generated feedback in the context 

of personalised learning. Drawing on Vygotsky’s (1978) social constructivism to explore students’ 

relationships with the more knowledgeable others, this study intends to fill the knowledge gap in 

Artificial Intelligence (AI) and education literature on how students’ attitudes and motivations affect 

their personalised learning. The findings will help develop new academic applications to address 

students’ needs in a technology-driven landscape. The study aims to address two research questions:  

1. What factors influence students’ attitudes and motivation toward using ChatGPT-generated 

feedback in their learning? 

2. How do students engage with ChatGPT-generated feedback across different learning zones and 

stages of their writing assessment process? 

 

 

LITERATURE REVIEW  
 
1. The Role of AI in Personalised Learning  

 

AI has been increasingly used in several domains, especially in education, where the research in this 

setting is rapidly increasing (Hinojo-Lucena et al., 2019; Krishnan et al., 2019; McGrew et al., 2018; 

Song & Wang, 2020). As students start seeking more personalised and interactive learning experiences, 

there is a need for educational tools that can support them with feedback that provides meaningful 

insights (Dann et al., 2024), which could be better than human teachers (Dai et al., 2023). Students need 

feedback that suggests improvements (Schartel, 2012; Lee, 2023) and helps them understand their 

performance in real-time (Hooda et al., 2022) as well as develop critical and writing skills (Singh et al., 

2024; Rad, Alipour & Jafarpour, 2023).  

Several studies have highlighted the potential of AI to be used in the context of personalised 

learning to enhance students’ learning outcomes and academic performance (Kaswan et al., 2024; 

Pratama et al., 2023) as well as their motivation and engagement (Lampropoulos, 2023). AI tools 

facilitate the learning process through advanced, individualised and automated feedback systems 

(Bhutoria, 2022; Ogata et al., 2024). Personalised learning is a student-centred approach that optimises 

the needs of learners (Xie et al., 2019). This method supports adaptive learning approaches by 

customising learners’ learning environments (Soler Costa et al., 2021) based on either the cognitive 

characteristics or behavioral traits of learners, and their level of knowledge (Nguyen & Nguyen, 2023). 

Generative AI tools such as ChatGPT support personalised learning by enhancing student 

autonomy (Bhullar et al, 2024), providing timely feedback, and alleviating their communication anxiety 

(Chan & Colloton, 2024). Gen-AI has also been successfully integrated into educational platforms for 

language processing tasks (Abdelhalim, 2024; AlAfnan et al., 2023; Cao & Zhong, 2023) and empowers 

students to learn independently based on their proficiency levels (Tam, 2024). There is a potential for 

AI to be integrated into the curriculum and support special education (Papakostas et al., 2021), but not 

necessarily more effective than human teachers (Woo et al., 2021).  Even though it is less proactive, it 

evaluates content organisation, analyses language usage, and provides proofreading (Su, Lin & Lai, 

2023).  

 

2. Students’ Engagement with Feedback – Competency, Attitude and Motivation 

  

Feedback is a learning process where students themselves make meaning of information they get from 

multiple sources (Boud & Molloy, 2013; Carless, 2015) to improve their academic achievement (Hattie, 

2017). Despite the traditional conception of information delivered mainly by educators (Hattie & 

Timperley, 2007; Price, Handley & Millar, 2011), recent studies have shifted the focus of feedback 

literacy from feedback providers to receivers (Hattie & Clarke, 2018; Yang, 2021) and explored the 

centrality of student’s role in learning, comprising their understanding, capacities, and dispositions 

needed to make sense of information and use it to enhance learning strategies (Little et al., 2024). 

Student feedback literacy comprises the three dimensions of knowing, being, and acting, which refers 

to the ability of students to interpret information and apply it to improve their learning (Sutton, 2012). 

Feedback is perceived as a process-oriented approach that includes appreciating feedback, forming 
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judgments, controlling emotions, and acting (Carless & Boud, 2018). Students are perceived as having 

their own perceptions and interpretations of feedback that can turn external feedback into learning 

opportunities (Yang, 2021).  

When students compare their current knowledge and competence against existing references, 

they learn new knowledge, and this is called internal feedback (Nicol, 2021). Most studies suggest that 

integrating external feedback from educators and peers help students identify knowledge gaps and 

improve their study (Nicol & McCallum, 2022; Nicol & Selvaretnam, 2022). If students receive 

feedback on their performance gap and positive reinforcement, their grades are usually higher than those 

who only receive feedback on their performance gap (Faulconer et al., 2021). Likewise, feedback on 

strengths and suggestions for improvement helps students to achieve their learning objectives (Kutasi, 

2023). 

Students’ digital competencies in using high-quality prompts to generate meaningful feedback 

from ChatGPT (Su, Lin & Lai, 2023) contribute to the effectiveness of feedback. ChatGPT feedback is 

usually generated based on vast amounts of text data (Chang et al., 2024) and prompts entered by users 

(Weber-Wulff et al., 2023). If students know how to create relevant prompts, ChatGPT will be able to 

generate accurate responses by maximising the contextualisation of content and personalising the 

interaction (Zamfirescu-Pereira et al., 2023). Other than prompts, students’ personal goals, self-

regulation strategies, and their ability to leverage ChatGPT’s multilingual capability influence the 

quality of its feedback and the crafting of effective prompts (Tam, 2024). ChatGPT, in turn, caters to 

students’ specific learning needs (Su, 2023) and helps to improve their ability to value ideas through 

experiential learning methodologies (Somià & Vecchiarini, 2024) and provides visual aids and text 

summaries that improved students’ competencies, nurtured imaginative thinking, and optimized their 

time management (Iskandar, 2023). Providing choices enhances individuals’ intrinsic motivation 

because it supports the satisfaction of psychological needs for autonomy, competence and relatedness 

(Ryan & Deci, 2023; Ngu, 2025). 

Attitude is an evaluative reaction based on an individual’s beliefs and opinions about a specific 

topic, and it can be considered a component of motivation in language learning (Gardner, 1985). In a 

broader sense, attitude can be defined based on three components: cognitive, affective, and behavioral 

(Wenden, 1991). Students’ attitude toward learning influences their behaviours and has often been 

related to achievement (Weinburgh, 1998). If students have a positive attitude toward language, this 

will enhance their proficiency (Gardner & Lambert, 1972). Besides, students’ attitudes and motivations 

are affected by contexts or environmental, social, and situational factors (Ajjawi et al., 2017). These 

contexts, including the design of the technology, are crucial in generating effective feedback and 

tailoring it to the student's specific needs and circumstances (Ajjawi et al., 2017; Hall & Kidman, 2004; 

Ngu et al., 2025) and encouraging the adoption of AI tools (Wong, 2024).  

 

3. Theoretical Framework  

 

Student engagement with ChatGPT-generated feedback is regularly associated with students’ learning 

outcomes and academic performance, but little is known about how students perceive AI-generated 

feedback (Nazaretsky et al., 2024). Precisely what motivates them to use ChatGPT and what factors 

relate to their attitudes towards it remains a topic of debate. Stojanov (2023) suggests that ChatGPT can 

be used as More Knowledgeable Others (MKOs) for learning. MKOs may include third parties such as 

parents, peers, educators, and digital tools. Furthermore, Su and Lai (2023) mention the importance of 

scaffolding and feedback to students when incorporating ChatGPT into writing assessments and Tang 

et al. (2024) emphasise the need for critical, dialogic engagement for authentic interaction with 

ChatGPT.  

The social constructivist theory is integrated into this study as a conceptual framework to 

examine how interacting with a more skilled individual (Educator) and suitable mediation (ChatGPT) 

helps students obtain and internalise their cognitive abilities during learning activities. This theory 

proposes that learners construct personal knowledge from the learning experience itself and through 

their social interaction with the environment. By observing students’ responses to both sources, we 

could recognise their attitudes and motivation to develop academic writing skills. This theory assumes 

that personalised learning happens through social interactions and personal experiences (Xie et al., 

2019).  
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Vygotsky’s (1978) social constructivism proposes that individual learning is divided into three 

zones, which are the zone of Actual Development (ZAD-learners can learn by themselves), the zone of 

Proximal Development (ZPD-learners learn from skilled individuals), and the zone of Distant 

Development (ZDD-learners require external mediation and assistance). Aljaafreh and Lantolf (1994, 

470-471) suggest a five-level writing mediation model indicating learners achieved writing self-

regulation through a tailored and personalised writing mediation. The levels are characterised by 

intervention, noticing an error, and correcting the error. Level 1 to 3 shows learners dependent on tutors 

(skilled individuals) and other regulated individuals, while Levels 4 to 5 reveal that learners are able to 

detect and correct their own mistakes and self-regulate.  

By integrating both theory and model into research, Fathi & Rahimi (2024) found that English 

as a foreign language learners have positive attitudes and perceptions towards AI-enhanced mediation, 

and the AI platform has substantially contributed to their academic writing skills development. Likewise, 

this study adopted both theory and models to analyse the data and explore how students from multiple 

disciplines respond to ChatGPT-generated feedback across their three learning stages: ideation, 

execution, and completion. The modified Aljaafreh and Lantolf’s model (1994) can be described in 

Figure 1.  

 
Figure 1 AI writing mediation adapted from Aljaafreh and Lantolf’s model  
 

  

METHODS  
 
This study aims to empirically test the role of ChatGPT in personalising student learning through survey 

and qualitative data analysis. Furthermore, the study finds it crucial in recognising whether hybrid 

human-ChatGPT-generated feedback can effectively empower undergraduate students’ personalised 

learning in courses that comprise writing assessments.  

The study has been submitted for ethics clearance and approved by the university’s ethics 

committee (HRE2024-0399) prior to commencement. All the participants were undergraduates enrolled 

in an Australian offshore campus in Sarawak, Malaysia, comprising local and international students. A 

total of 120 students actively enrolled in 2023 were selected, drawn from a population of approximately 

2,000 at that time. The purposive sampling frame was constrained by the reduced intake, as many 

Malaysian universities experienced a significant decline in student enrolment following the COVID-19 

pandemic. In addition, postgraduate and exchange students were excluded from the sample due to 

differences in study duration and learning environments. This is to ensure consistency in exposure to 

the curriculum and institutional context, which could otherwise introduce variability in learning 

experience. Students were selected to participate in this study based on three criteria: i) enrolled in any 
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undergraduate program at the University on a full-time basis, ii) the course that they are currently taking 

has a graded writing component in their assessments, and iii) they are aware of AI and have used it 

before. To ensure a balanced and diverse sample, demographic characteristics such as age, gender and 

ethnicity were also considered to enhance representativeness and capture potential variations in student 

learning experiences (Issabek et al., 2025). We examined students’ experiences with feedback within a 

semester and their motivations for using ChatGPT in writing assessments. For comparison, purposive 

sampling comprised 102 undergraduate students from five different disciplines, such as Arts and 

Communication, Commerce and Business, Information Technology, Engineering and Sciences, and 

Health and Applied Sciences, and different study years (i.e., first, second, third, and final year). Among 

the respondents, 42 were males and 60 were females, with ages ranging from 19 to 24 years. These 

students agreed to participate in the survey by completing the online questionnaire distributed to them. 

About 18 students who attempted the survey but did not complete it were excluded from the analysis.   

To assess the validity and reliability of the qualitative study, our research adapted Lincoln and 

Guba’s (1985) framework of trustworthiness, which comprised criteria such as credibility, 

transferability, dependability, and confirmability. At the preliminary stage, researchers designed survey 

questions based on common themes, including students' perceptions of Gen-AI and human feedback, 

the integration of Gen-AI into academic assessments, and the influence of Gen-AI and human feedback 

on student learning. Next, the research team gathered to conduct a peer debriefing, providing an internal 

review of the survey questions that had been designed. After that, the draft questionnaire was sent to 

the university’s Staff Practice Advisor at the Office of Learning and Teaching for review of the 

questions' clarity, as well as to the project’s research assistants, to verify the accuracy of researchers’ 

interpretations before distributing the survey to students. After the survey data were collected, the 

principal researcher documented the stages of data collection and reviewed the theme-based coding to 

ensure consistency and continuity between the online survey and the semi-structured interviews. 

Researchers collected data at the beginning of the semester by displaying the survey QR code 

on the notice boards outside of their classes and distributing the link to students through the projection 

of a PowerPoint slide in one another’s classes.  They briefed students on the affordances of AI and 

encouraged them to participate in the survey; the participation was voluntary, and the students were told 

that if they chose not to participate, it would not affect their grades. The online survey (Table 1) 

comprised multiple-choice and short reflective questions designed using Qualtrics software, and it took 

approximately 10 to 15 minutes to complete. Students who participated in the survey were prompted to 

share their demographic information, such as gender, study year, areas of interest, and personal 

perceptions and experiences in using feedback for their undergraduate assessments. Although the 

participants may come from different study years and have varying academic experiences and 

disciplinary backgrounds, this method does not imply equivalence; instead, it aims to identify patterns 

and contrasts in AI and human feedback experiences, as well as the students’ motivations for using 

ChatGPT at different stages of their studies and assignments. Their responses were collected before 

their first writing assessment due in Week 4 of the semester.   

When students attempted the survey, each was provided with a link to access the research 

project information sheet.  Then, they were prompted to give their digital informed consent by clicking 

‘next’ to proceed with the survey. Once they had submitted their online responses, they would receive 

an auto-acknowledgement of completion. Their participation was completely anonymous and no 

personal details were required throughout the survey. However, for students who want to participate in 

the follow-up semi-structured interviews, they can leave their names and student emails to express their 

interest. Ten participants, representing approximately 10 percent of the total study sample, were selected 

for interviews based on demographic representativeness. Invitation emails were sent to individual 

selected students at the end of the semester seeking their consent for participation. A disclaimer was 

clearly stated in the email that they could reject the invitation or stop the interview should they feel 

pressured or uncomfortable with the interview. 

Guided by Vygotsky’s (1978) social constructivism, researchers first investigated student 

engagement with feedback through the survey, where students reflected on their self-learning and 

interactions with AI and educators and followed by 60-minute semi-structured interviews (Table 2) with 

10 selected participants. During the interview, the students were required to critically review their own 

learning and the extent to which AI mediation affects their writing. Literature suggests different sizes 

for qualitative research, which could range from a minimum of 12 (Baker & Edwards, 2012) up to 20 
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for longer projects, or at least 15 (Bertaux, 1981). This study chose a sample of 10 because it is generally 

sufficient to explain shared perceptions and performances within a semester among a group of students 

from the same institution.  Students were asked to evaluate the role of AI and educators in personalising 

learning based on criteria such as motivation to learn, productivity of communication in the traditional 

teacher-student system, convenience, and accessibility of AI. Self-reflection through the survey was 

regarded as a valid source of data in research (Molenaar, 2021). 

 
Table 1 Online survey with open- and closed-ended questions  

 

No. Questions 

1.  How old are you? 

2.  In which year did you commence your undergraduate studies? 

3.  What is your study area/course discipline? 

4.  What is your gender? 

5.  What is your ethnicity? 

6.  How do you define feedback? 

7.  What does feedback mean to you? 

8.  What is the most important attribute of feedback? 

9.  What type of feedback do you find most helpful? 

10.  How frequently would you like to receive feedback from the lecturer? 

11.  What do you think is the most significant role that feedback plays in an assessment? 

12.  To what extent do you agree that a lecturer should tailor feedback to individual students? 

13.  What makes feedback the least effective? 

14.  How can feedback assist in learning and understanding a topic?  

15.  Does ChatGPT feedback improve your writing skills? 

16.  Does ChatGPT-generated feedback enhance creativity? 

17.  Does ChatGPT-generated feedback enhance creativity? 

18.  How often do you use ChatGPT-generated feedback? 

19.  In which areas could ChatGPT-generated feedback benefit students the most? 

20.  What is your current usage of ChatGPT-generated feedback? 

21.  Do you prefer human or ChatGPT-generated feedback? 

22.  What is the most significant result of ChatGPT-generated feedback on learning? 

23.  What is your main concern about ChatGPT-generated feedback? 

24.  How does educator/peer feedback help you in understanding your course/unit assessment? Please 

explain and provide at least one example. 

25.  How does ChatGPT-generated feedback contribute to accomplishing your unit assessments? 

Please explain and provide at least one example. 

 
Table 2 Sample questions of semi-structured interview  

 

1.  Could you please share with us briefly your learning experience from high school to university? 

2.  Do you encounter any issues with your current study? 

3.  Are there any challenges that you face in assessments? 

4.  If yes, how do you deal with those challenges? 

5.  Who do you consult for help? 

6.  Do you use AI for writing and creative assessments? 

7.  What are the AI tools that you usually use? 

8.  Do you use ChatGPT to generate ideas? 

9.  Do you use ChatGPT-generated feedback in your assessments? 

10.  What are the features in ChatGPT that you like? 

11.  Do you prefer ChatGPT over educator and peer feedback? 

12.   What is your experience in using ChatGPT to complete an assessment? 

13.  Does ChatGPT enhance your cognitive and creative skills? 

14.  Anything prohibits you from using ChatGPT or other AI tools? 

  

The survey and semi-structured data were collected at two different time points in students’ 

learning process because the study wanted to observe their learning changes at different assessment 



Asian Journal of Assessment in Teaching and Learning 

Vol 15, Issue 2, 2025 (43-57) /eISSN 2821-2916 

49 

stages: ideation, execution, and completion. By collecting contextual data, the research team can 

analyse students’ interactions with learning technology (i.e. ChatGPT), humans (i.e. educators) and 

learning environment (i.e. university policies). Qualitative data were analysed using thematic coding. 

The findings offer insights into students’ attitudes and motivations to use ChatGPT-generated feedback 

in their writing assessments and can be used to optimise the university’s AI learning system. 
 

RESULT AND DISCUSSION   
 
Findings showed that multidisciplinary students’ attitudes towards ChatGPT feedback were positive, 

but their motivation to use it for writing assessment was inconsistent throughout the learning process. 

The engagement is high at the ideation stage but relatively low in the completion stage of the learning 

process. After reviewing and interpreting the collected data, researchers identified patterns and 

manually grouped recurring ideas and quotes, including “I use AI for ideas”, “Consult lecturer on 

assignment”, “I learn by myself”, and “My work was detected for plagiarism” into three main 

categories. Hence, three final themes emerged: (a) Learners striving for personal goals, (b) Educator-

oriented course grading system, and (c) the University’s policies against AI use. 

 

1. Learners Striving for Personal Goals with Feedback 

 

All the students who participated in the survey agreed that feedback was essential in improving their 

grades. There were three stages in developing writing assessments: ideation, execution, and completion. 

Most students (75.79%) felt that ChatGPT was the most useful at the ideation stage (Figure 2), where 

they initiate ideas and do the planning, because it has a rich database and could provide them with a 

great pool of ideas with a single prompt.  

 

 

 
Figure 2 Stages where undergraduate students find ChatGPT-generated feedback is the most helpful in 

developing writing assessments 

 

In addition, ChatGPT is highly responsive and offers instant feedback, which allows timely 

self-correction and provides plenty of opportunities for students to practice and eventually improve. 

One student stated: 

“ChatGPT gives me feedback almost instantly, and it is easily accessible. It also helps me 

analyse the questions given by the lecturers, offering new angles that I may not have previously 

thought before.” 

 

Students’ personal goals have a significant impact on their attitude towards ChatGPT. 

Motivated by their aspirations to score higher marks, half of the students were driven to engage with 

ChatGPT and actively sought feedback and clarification for academic and non-academic enquiries. 

However, some were skeptical about using ChatGPT due to a lack of digital competencies, 

overwhelming data, and the university’s prohibition of AI-generated content for writing assessments. 

Less techno-motivated students would keep their AI use to a minimum by engaging ChatGPT for 
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proofreading. They tended to rely more on the educators’ feedback on the content because they believed 

that educators were the primary source and preferred the personal touch. Compared to their peers who 

are more independent and techno-savvy, students who are less confident in technology tend to be less 

intentional and strategic in applying ChatGPT in their assessments.  

 

2. Educator-oriented Course Grading System 

 

Despite having positive attitudes toward ChatGPT feedback, eighty-seven students perceived feedback 

as human-centered, focusing mainly on the educators' information (71.58%). They felt that the most 

important feedback attribute was evaluative (46.88%); educators know the students personally and are 

thus able to tailor feedback to the individual. Among the types of feedback received, students felt that 

written feedback with relevant examples helped them understand the assessments better (Figure 3), and 

they preferred the educators to suggest future improvements rather than merely pointing out past 

mistakes or making superficial compliments. A subsequent conversation with the students revealed that 

technical competence did not always equate to a strong understanding of assessment requirements. 

Students were able to complete their writing assessment on time with AI assistance, but without a full 

grasp of the marking rubrics, they would end up scoring lower grades. 
 

 
Figure 3 Stages where undergraduate students find ChatGPT-generated feedback is the most helpful in 

developing writing assessments 

 

One student pointed out that educators’ feedback was authoritative because it was aligned more 

accurately with the course rubric. In contrast, ChatGPT might be clueless about specific assessment 

requirements and, hence, could not spot their mistakes and differentiate the weaknesses in their 

assessments.  

“It gives me a clear overview of what is expected of me as a student from a figure of authority…I 

don’t achieve stellar marks in my academic writing because I am not fully aware of what 

academic obligations or expectations [are] required in my submissions.” 

 

3. University’s Policies Against AI Use 

 

Students’ comprehension of the university’s policies against AI use has directly impacted their 

motivation to use ChatGPT feedback in their writing assessments and the confidence level in 

strategising the application. Twenty students (Table 4) expressed that the prohibition against AI-

generated content implemented by the university was a major concern; the fear of being reported for 

plagiarism and receiving penalties in the form of mark deductions, failing the course, or delayed 

graduation had prevented them from overly relying on ChatGPT. Despite growing technical 

competence, students expressed varied levels of trust in AI, particularly in the ethical boundaries.   
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Table 4 Student’s usage of ChatGPT-generated feedback content 

  

# Usage  Percentage (%) 

1 I am confident in using it 48.42% 

2 ChatGPT is good, but I do not know how to use it 14.74% 

3 I find it overwhelming 15.79% 

4 My university prohibits ChatGPT-generated feedback content 21.05% 

 Total 100% 

 

Furthermore, authorship and plagiarism are two major issues that are worth attention. Using 

ChatGPT in writing assessments raised ethical issues about the originality of work, which could be 

framed as academic misconduct. One student said: 

“I don’t use ChatGPT or AI much as I am afraid of plagiarism. Therefore, I use it mainly before 

starting an assignment to get idea contribution before I start my assignment.” 
 

 

DISCUSSION  
 
This study makes several suggestions for improving feedback literacy, focusing on using ChatGPT on 

the writing assessments. First, based on Vygotsky’s (1978) social constructivism, individual learners 

have three different zones in which they can learn by themselves, from skilled individuals (educators) 

to the mediation of tools. To Vygotsky, it is unlikely to separate cognitive from social interactions 

because learners first develop knowledge from social interactions and then internalize it. This study 

expands Vygotsky’s view by proposing technology as a new social context where learners develop 

knowledge through prompts and then internalise it. This eventually forms intrinsic motivation that 

encourages them to learn new knowledge by coming up with prompts. Second, we adapt Aljaafreh and 

Lantolf’s (1994) mediation levels into the AI context to examine whether students are independent or 

dependent in their learning, either other-regulated (educators) or self-regulated when dealing with 

feedback. 

The use of ChatGPT supported students at the ideation stage by encouraging an instant dialogic 

process between students and machines to foster a sense of tailored learning pace and make students’ 

voices heard (Wongvorachan et al., 2022). ChatGPT functions as a digital More Knowledgeable Other 

that offers immediate feedback and cognitive support within their zone of proximal (ZPD) development 

(Samanta & Mudi, 2024) and facilitate scaffolding by providing students timely, adaptive support that 

helps them with analytical thinking (Rigopouli et al., 2025). Findings show that most students are 

motivated to engage with ChatGPT because the machine can provide them with instant feedback and 

new ideas beyond their knowledge, which shows that the tools operate within their ZPD and students 

can actively construct knowledge through meaningful engagement. However, none of the students fell 

under Level 5 of AI writing mediation (Aljaafreh & Lantolf, 1994), where they could notice and address 

their writing issues without receiving ChatGPT writing mediation. Even if they were aware of the 

mistakes, they continued to depend on the auto-recommendation in their writing and could not resist 

the convenience of getting it all corrected with just a click. Many took the mediation to a higher level 

by keying in prompts to allow ChatGPT to suggest references and content for their essays.  Concurrently, 

they also learn through AI mediation that transforms vast amounts of data into meaningful insights 

(Dann et al., 2024). This process connects to Vygotsky’s (1978) social constructivism, which states that 

students can self-regulate and develop writing skills through the assistance of suitable mediation. It also 

reflects the ability of ChatGPT in facilitating student-centred personalised learning through advanced, 

individualised and automated feedback systems (Bhutoria, 2022; Ogata et al., 2024) based on the 

cognitive characteristics of learners and their level of knowledge (Nguyen & Nguyen, 2023). 

There was a twist in the story when the dependence on ChatGPT mediation gradually reduced 

when students started executing their plans and completing their writing assessments, such as essays or 

technical reports. Initially, students engage with ChatGPT as curators who respond to data integration 

rather than creators who develop original ideas (Lee et al., 2025). Their confidence mediates this shift 

where those with lower confidence tend to offload ideation to AI while those with higher confidence 

will engage more critically with AI outputs. ChatGPT’s response is tailored to individual needs and 
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allows them to personalise their learning based on their readiness and interests (Wibowo, et al., 2025). 

Toward the end of the learning process, students turned to educators and expected feedback that could 

align with the marking rubric and eventually help them score higher grades. Suggestions by ChatGPT 

seem less relevant to them at the completion stage; they could notice their writing issues but did not 

address them according to ChatGPT’s explicit mediation (Level 2 of AI writing mediation). The 

intentional disregard is due to them prioritising the educator’s advice, which contradicts ChatGPT, but 

they felt that it was more relevant to the assessment context. The motivation behind the change is due 

to their cognitive ability to synthesise and critically assess the material and compare different sources 

based on the teacher-oriented grading system and the university's prohibition of AI-generated content. 

ChatGPT provides students with initial ideas but the final submission is evaluated based on course 

requirement and institutional policies.   

From ChatGPT to the educator, students show a consistent inconsistency in the way they 

engage with feedback. Initially, they depend on ChatGPT’s feedback to generate ideas and eventually 

become self-regulated and able to synthesise the ideas into their assessments. The mediation levels 

could be different for individual students, but throughout the process of shifting from one feedback 

source to another, it is apparent that there is obvious negotiation of feedback between the two parties. 

Throughout their personalised learning, students are gaining more autonomy and becoming self-

regulated in choosing the source of feedback they want, all these are indicators of intrinsic motivation 

and proves that ChatGPT has enhanced their learning motivation (Hmoud et al., 2024; Kim et al., 2025). 

Students tend to be other regulated when they are confused about which source is more reliable and this 

dilemma could be due to a lack of knowledge in AI literacy and awareness of institutional policies on 

AI use in assessments. 

 

1. Theoretical and Practical Implications  

 

In line with existing literature, this study postulates that students’ attitudes toward ChatGPT are 

influenced by their intrinsic and extrinsic motivations that are closely tied to their personal goals (Tam, 

2024; Bhullar et al, 2024), the university’s policies against AI use (Luo, 2024; Irena et al., 2024), and 

the way educators grade their performance (Nicol & McCallum, 2022: Nicol & Selvaretnam, 2022). 

This study mapped Vygotsky’s (1978) three zones of learning and Aljaafreh and Lantolf’s (1994) 

mediation levels with students’ feedback engagement. It contributes new knowledge by adding a new 

dimension to feedback literacy through scoping the engagement in three stages of assessment: ideation, 

execution, and completion. This close examination helps to trace a deeper picture of the factors that 

may motivate or hinder the use of ChatGPT feedback at each stage. However, it remains uncertain 

whether ChatGPT can stimulate learners’ internal feedback. Therefore, a real-time analysis was 

recommended as it can help learners to capture their latest process and help them understand their 

current learning status and problems, which eventually improve their learning outcomes. Digital 

competencies may play a crucial role in influencing the prompts that students keyed in at the ideation 

stage, but the ability to evaluate AI and understand the ethical implications gradually gained 

significance at the completion stage. In the long run, it is necessary to call for AI literacy education and 

include it as a core competency through pedagogies (Ng et al., 2021). This includes comparing the pros 

and cons of human and AI-generated feedback in the learning outcome (Leite & Blanco, 2020; Dai et 

al., 2023) as well as how students perceive the effectiveness and the intersection of creativity and Gen-

AI in their educational experiences (Marrone et al., 2022). 

For the practical implications, this study suggests recommendations to improve the utilisation 

of ChatGPT or other AI tools. Educators should provide advice to students and guide them on academic 

misconduct and plagiarism (Bhullar et al, 2024; Luo, 2024). For example, they can introduce the 

students in a step-by-step manner on how to use content generated by ChatGPT without copying and 

prevent plagiarism, especially at the assessment execution and completion stages. Educators should 

encourage students to experiment with AI learning and not prohibit it due to the fear of failure. The 

university management should consider developing policies (Bakhadirov et al., 2024) on data usage 

and integrating AI use in the curriculum. These measures have to be clearly communicated to students 

through AI training and interventions for academic misconduct. 
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CONCLUSION  
 
There are some limitations in the study. First, the sample of students participating in this study is limited 

to one institution, despite multiple disciplines, which may limit the interpretation of the findings and 

generalization to the students’ usage in other institutions. Therefore, this study could serve as a pilot 

project for a larger-scale study, probably on the whole country, in the next phase. Second, the time 

frame is quite limited, as data was collected within a semester, even though it does capture the process 

of learning from ideation to completion. Third, the study focuses on students’ perspectives and does not 

include input from the educators and management. Although a single perspective sounds one-sided, it 

provides nuanced views on the issue directly from the users themselves. It also prioritizes rich, 

contextualized understanding over statistical generalization provided by the institution. 

This study provides an overview of students’ perspectives on ChatGPT feedback and how they 

engage with the tool in different stages of their learning. It emphasizes the role of the educator and the 

importance of institutional policy to students’ engagement with ChatGPT feedback in writing 

assessments. It is undeniable that students’ digital competency has influenced their engagement with 

feedback and the quality of feedback that they receive. However, their dependency on AI and human 

feedback has shifted during the assessment stages, from other-regulated to self-regulated and vice versa. 

Therefore, this study concludes that educating students about AI literacy will mature their digital 

competency and lead to more active adoption of AI in writing assessments. This further encourages 

students to adopt a positive attitude and motivation towards ChatGPT feedback in academic assessment.  

This study could be further improved with several recommendations. Future researchers could 

conduct studies across universities, especially Australian campuses in Malaysia, and compare the 

differences in student responses. A comparison between AI mediation and traditional methods could be 

conducted over a longer period of time. Input from the educators and university policymakers will 

further enhance the validity and reliability of the study, as this would enable a more comprehensive 

analysis of student responses and evidence related to their writing skills. To sum up, this study provides 

insights to educators in redesigning assessment and integrating AI-related pedagogies based on students’ 

perspectives. 
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