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Abstract

Existing research on teachers’ ability to detect Al-generated texts has predominantly emphasized
technical shortcomings, overlooking the behavioral and environmental factors that shape detection
accuracy. As generative Al becomes embedded in education, understanding how institutional and
personal contexts influence teachers’ detection performance is crucial for ensuring academic
integrity. This study aims to identify and analyze the key internal (behavioral) and external
(institutional and contextual) factors affecting teachers’ ability to distinguish Al-generated from
human-written texts. It further seeks to examine how these factors interact across global regions to
develop a more comprehensive framework for understanding detection challenges. An exploratory
sequential mixed-method design was employed. The first phase involved 15 key informant
interviews with educators from three continents to identify salient determinants of detection
capability. Insights from this phase guided the development of a survey administered to 317 teachers
across four continents. Data was analyzed using Structural Equation Modeling (SEM) to test
interrelationships among identified factors. Findings revealed that rigid university policies
significantly hinder teachers’ detection ability, especially in Europe, both directly and indirectly
through time limitations and content indistinguishability. By integrating behavioral and contextual
dimensions, the study advances beyond technically centered perspectives and proposes a global
framework for understanding Al detectability. The results have theoretical and practical
implications for policymakers and Al developers. Limitations include reliance on perception-based
data and lack of African representation, warranting broader, experimental validation in future
research.

Keywords: Al Text Detection, Teacher Perception, Academic Integrity, Mixed-Method Research, Educational
Policy

INTRODUCTION

Teachers stand at the forefront of education, serving as the primary agents through whom learning is
delivered, interpreted, and sustained. Despite the evolution of influential educational philosophies like
constructivism, flipped learning, and instructional scaffolding, none have replaced the central role of
teachers in guiding learners, contextualizing knowledge, and shaping meaningful educational
experiences (Ozkan, 2022; Li, 2023). Research consistently shows that while educational philosophies
and technologies have transformed classroom practices, they have not diminished the teacher’s
centrality (Paniagua & Istance, 2018; Harris & Jones, 2019; Maba et al., 2023). As the closest
evaluators of student work, teachers also function as the first line of defense in protecting academic
integrity, using their professional judgment, familiarity with students’ abilities, and disciplinary
expertise to assess the authenticity of learning evidence (Gottardello & Karabag, 2020). However, the
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rapid emergence of Generative Al has complicated this responsibility, introducing new forms of
deception that challenge traditional cues used in evaluating student writing (Bozkurt, 2024; Kofinas et
al., 2025).

Although the idea of Artificial Intelligence (AI) dates back to mid-20th-century work by
scholars such as McCarthy and Turing (Cristianini, 2016; Niloy et al., 2024a), its impact on education
has become urgent only with the emergence of modern Generative Al (GAI). Large Language Models
(LLMs) including ChatGPT, Gemini, Copilot, Claude, Perplexity, and LLaMA, now produce fluent
academic writing that closely resembles student work, posing immediate challenges for assessment and
academic integrity. These models rely on neural networks and reinforcement learning rather than
traditional rule-based algorithms (Duan et al., 2019; Guan et al., 2019; Kushwaha & Kar, 2021),
enabling them to generate essays, reflections, and explanations that can be easily integrated into
coursework. The release of ChatGPT 3.5 as a freely accessible tool in 2022 (OpenAl, 2022; Lambert &
Stevens, 2023) dramatically shifted how students approach written tasks. Its rapid adoption across
educational settings (Sier, 2022) and the subsequent introduction of more advanced versions, including
GPT-5 and GPT-40 (Edwards, 2023; Rogers, 2024), have made GAI a constant presence in classroom
assignments. Competing free tools such as Microsoft Copilot and Google Gemini further diversified
students’ options (Grant, 2023; Bocian, 2024; Field, 2024; Sadka, 2024). As a result, teachers must
evaluate student work under growing uncertainty as a polished submission may raise questions about
true authorship.

While there have been approximately 7.6 million studies published on Al and Education,
according to Google Scholar database as of November 2024, only a limited studies have tried to focus
on Al’s impact on Teachers’ assessment abilities (Fleckenstein et al., 2024; Lameras & Arnab, 2021;
Simut et al., 2024; Singh & Ram, 2024; Swiecki et al., 2022). A majority of these studies have only
tried to determine the factors through qualitative approaches (Celik et al., 2022; Chaka, 2024; De Wilde,
2024; Kumar & Mindzak, 2024; Weber-Wulff et al., 2023). The studies that have tried to claim that Al
Chatbots might deceive teachers’ detectability, are heavily dependent upon the data collected from
students’ perceptions (Ibrahim et al., 2023; Murray & Tersigni, 2024). While some studies have utilized
experimental approaches to justify that Al Chatbots do deceive teachers (Chaka, 2023; Walters, 2023),
but the studies could not assign specific weights to the causes and were forced to consider equal weights.
Such uniform approach often challenges the findings’ authenticity and reliability in the real world as it
is less likely that all the causes could be equally influential. Moreover, the existing studies that followed
structural equation modelling techniques have only tried to draw a link between the Al Chatbots
characteristics and its impact on influencing a user’s behavioral intentions (Niloy et al., 2024a), and to
some extent, its potential to impact academic integrity (Niloy et al., 2024b). But why and how teachers’
reviewing credibility is being affected is yet to be modelized statistically. Furthermore, the studies only
hypothesize on the fact that certain abilities of Al Chatbots might be the cause of deception but do not
quantify the assumption to determine the strength of the causes. As such, the suggested factors by
existing authors are mostly scattered opinions lacking a statistical assessment of the viewpoints from
the actual victims — the teachers themselves.

Interestingly, a mere 0.2% of studies on Al and Education have directly or indirectly discussed
the factors that might affect detectability of Al Texts. As quantitative proof of the identified internal and
external factors by prior authors remains unexplored, this study focuses on mitigating this gap by
developing a statistical model to assess the valid constructs that could possibly affect the cognitive
abilities of a teacher in terms of detecting Generative Al (GAI) produced texts. This study also measures
the effect sizes of the causal factors to provide a more robust understanding of the factors’ relationship
to the teachers’ undetectability, that current studies have not been able to determine. Furthermore,
intermediatory relationships of the factors in the behavioral process of the teacher are also explored in
this study to get a much broader understanding of how and why the teacher struggles to conduct an
effective evaluation of a script and how the factors influence each other and create a multiplier effect,
especially in the Al Chatbot era. Utilizing data collected from teachers around the globe and across
continents, this study provides a robust understanding of the global phenomenon. Based on the gap that
exists in current literature, this study formulates the following research questions for investigation into
this domain:
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RQ1: What factors do educators perceive as contributing to their difficulty in detecting Al-generated
texts?
RQ2: Do these perceived struggles differ across geographical regions?

LITERATURE REVIEW

The recent rise of GAI tools has fundamentally altered written assessment by enabling students to
generate high-quality text rapidly. While AI’s development dates back decades (Cristianini, 2016), the
educationally significant shift is the emergence of LLMs trained on massive datasets (Abdullah et al.,
2022; Finnie-Ansley et al., 2022; Leah & Merofio-Pefiuela, 2022). These tools can create content that
aligns with academic conventions (Chan, 2023; Mathew, 2023; C. Zhou et al., 2023) and respond in
natural language (Hughes, 2023; Cascella et al., 2023), making them powerful but also potentially
deceptive within assessment contexts. Their widespread adoption by students has disrupted traditional
assumptions about authorship and writing performance (Dwivedi et al., 2023; Hobert & von Wolff,
2019; Pérez-Marin, 2021; Wollny et al., 2021; AlAfnan et al., 2023; Coleman, 2023).

Digital deception, defined as the use of technology to mislead or obscure meaning (Hancock,
2007), has become increasingly relevant to academic integrity. Classic communication theories such as
Media Richness Theory (Daft & Lengel, 1986) argued that richer channels facilitate deception;
however, modern GAI tools now provide instantaneous, personalized, natural-language interactions that
invert this assumption (Atlas, 2023; Fui-Hoon Nah et al., 2023; B. Williamson, 2024). Similarly, earlier
research suggested that deceptive messages were longer or more linguistically distinctive (L. Zhou,
Burgoon, Nunamaker et al., 2004; L. Zhou, Burgoon, Twitchell et al., 2004; L. Zhou & Zhang, 2004),
but Al’s ability to customize length, tone, and structure undermines the reliability of such cues.
Interpersonal Deception Theory (Carlson et al., 2004) also suggests that trust between sender and
receiver affects detection; in classrooms, this trust may cause instructors to over-interpret polished
writing as student-generated.

Empirical studies paint a concerning picture. Gao et al. (2023) found that human reviewers
incorrectly classified 32% of Al-generated abstracts as human-authored and mislabeled 14% of genuine
human abstracts as Al-generated. Other evaluations show that teachers remain vulnerable to deceptive
affordances of Al regardless of training or experience (Farazouli et al., 2024; Chaka, 2023; Walters,
2023). Meanwhile, Al detection tools, such as: GPTZero, Copyleaks, Writer, Crossplag, and Turnitin,
exhibit inconsistent accuracy and nontrivial rates of false positives and negatives (Elkhatat et al., 2023;
Andrews, 2023; Aw, 2024; Ivanov, 2023; Barton, 2024). This inconsistency creates risks for both failing
to detect misconduct and wrongly penalizing genuine student work.

Technology alone, however, cannot explain teachers’ challenges. Research indicates that
workload, insufficient technological training, and institutional ambiguity contribute to educators’
difficulty in evaluating Al-assisted writing (Niloy et al., 2024a; Basu, 2023). Additional scholarship
notes that Al’s realistic content generation and adaptive personalization amplify deception (Schmitt &
Flechais, 2024; S. M. Williamson & Prybutok, 2024; Black, 2024; Natale, 2023). Yet these studies tend
to describe the problem rather than model its underlying causes. Despite isolated contributions,
literature lacks a comprehensive examination of how technological, situational, and behavioral factors
jointly shape educators’ perceived difficulty in Al detectability. This gap is especially pronounced at
global scale, as cultural and pedagogical norms may influence both writing expectations and instructors’
interpretations of student work (Biener & Waeber, 2024). By focusing explicitly on classroom
assessment and modeling the factors that contribute to teachers’ perceived struggle, the present study
addresses a critical need in the evolving landscape of Al-mediated learning.

METHODOLOGY

1. Research Design

This study undertakes a mixed-method approach and an exploratory sequential research design to
investigate the causes behind teachers’ inability in detecting Al-generated texts. For the first phase,
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exploratory Key Informant Interviews (KIIs) with educators and learning sciences researchers identify
key factors contributing to detection difficulties. Insights from these interviews lay the foundation for
identifying key factors affecting the detection. Later, a Likert scale survey targeting a broader sample
of teachers, is conducted to quantify the relevance of each identified factor. A single cross-sectional
survey design is used to facilitate data collection, followed by Structural Equation Modelling (SEM) to
analyze the relationships among factors. This two-phase approach ensures both depth and rigor,
combining qualitative exploration with quantitative validation, which is the fundamental approach of
exploratory sequential research designs.

2. Sampling and Data Collection

For the qualitative identification of factors, the study follows a purposive sampling technique. The study
conducts thorough Key Informant Interviews (Klls) with 15 respondents to identify potential factors of
digital deception in text-based communication. Saunders & Townsend (2016) opined that, for
qualitative interviews a sample size between 15-60 is adequate; thus, the sample size of this study is
well-suited for extracting results. 3 Open Ended questions are asked to the respondents, and the
interviews are transcribed in a Microsoft Word document as meeting minutes for analysis. The
interviews are conducted via virtual calls, in-person meetings, and Microsoft Forms, whichever is
applicable and feasible for the respondent. The respondents are coded as Rx, where x represents a
number, from Respondent R1 to Respondent R12, where Respondent R4, RS, R9, R10, R11, and R14
form the Asia Group, Respondent RS, R6, R7, R12 and R13 form the Europe Group, and Respondent
R1, R2, R3, and R15 form the Australia Group. A detailed breakdown of the respondents is provided in
Table 1.

Table 1 Key informant interview (KII) respondent details and coding

Respondent Respondent Designation & Affiliation
Group Code
R4 Professor, Islamic University of Technology, Bangladesh
R8 Professor, Indian Institute of Technology (IIT) - Delhi, India
R9 Professor, Nanyang Technological University, Singapore
Asia Group - - — -
R10 Assistant Professor, Tsinghua University, China
R11 Professor, Kyoto University, Japan
R14 Assistant Professor, University of Malaya, Malaysia
RS Staff Scientist, University of Eastern Finland, Finland
R6 Professor, University of Gothenburg, Sweden
Europe Group R7 Professor, Durham University, UK
R12 Assistant Professor, University of Oslo, Norway
R13 Assistant Professor, University of Nottingham, UK
R1 Assistant Professor, University of Wollongong, Australia
R2 Assistant Professor, The University of Adelaide, Australia
Australia Group — -
R3 Professor, Monash University, Australia
R15 Assistant Professor, University of Queensland, Australia

After the factors have been initially identified, following a stratified sampling technique, a
survey is conducted consisting of 28 closed ended Likert scale questions for the 3 identified factors.
The questionnaire also includes 6 questions for the demographic analysis. Here, the continents serve as
the stratums. Administrative members and faculty members of the universities in the respective
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continents are contacted, and the purpose is communicated beforehand regarding sharing and filling up
the questionnaire by the faculty members only. For ensuring that the sample is valid, respondents who
did not list them as a “Teacher” were omitted from the analysis.

The purpose of this survey is to collect data for the quantitative confirmation of the identified
factors. As the targeted survey population is the university faculties, the study analyzes a valid sample
of 317 samples out of 394 respondents across 4 continents — Asia, Europe, Africa, and Australia. For
conducting statistical analysis, it is recommended that the sample be minimum 200. As the valid sample
used in this study is beyond 200, the study opines the sample to be adequate. The study involves samples
from several countries across multiple continents in both qualitative (3 continents) and quantitative (4
continents) phases to get a broader understanding of the global challenges faced by educators.

3. Tools and Instruments

The study utilizes Microsoft Teams, Google Meet, and Zoom for conducting virtual KlIs. Microsoft
Forms is used for both Qualitative and Quantitative data collection. Microsoft Word is used for
preparing the transcribed Meeting Minutes. KllIs that have been conducted in a language other than
English has been transcribed and reviewed by 2 independent Faculty members of English Language
and Linguistics to ensure that language translation is appropriate. Atlas.ti version 9 is used for the
narratives analysis for the identification of possible factors. Microsoft Excel 365, IBM SPSS 27, and
IBM AMOS 18 are used for conducting quantitative analysis including Exploratory Factor Analysis,
Confirmatory Factor Analysis, and Path Analysis.

4. Procedure

The 15 KII respondents provided their responses to the 3 open-ended questions during the live meeting,
taken in either physical or virtual form. Similarly, the respondents who opt for convenience were
provided with a Microsoft Form containing the same questions where the respondents can answer in a
written format. The responses were transcribed to Microsoft word documents and were analyzed based
on keywords to identify key factors. The 15 respondents were clustered to get a deeper understanding
regarding the regional differences in opinions. The 3 clusters were based on geographic location of the
respondents — 6 from Asia, 4 from Australia, and 5 from the European region. As such, the clusters were
named as — Asia Group (AG), Europe Group (EG), and Australia Group (AuG). The narratives of the
responses on the 3 open ended questions were carefully analyzed to derive the 6 common codes which
later formed the 3 identified core factors of this study. The factors were further validated quantitatively
through a 5-point Likert Scale survey, following the Confirmatory Factor Analysis. As the factors are
identified and confirmed, the conceptual model was developed and the relationship amongst the factors
were analyzed through a Path Model analysis, ideally followed in Structural Equation Modelling
techniques, using IBM AMOS. Total effect sizes were also calculated to understand the strength of the
relationship amongst the factors.

5. Timeline

The study is conducted, including the submission of the final report, within 16 weeks. A detailed
breakdown of the tasks is shown in

Figure 1 using a Gantt Chart.
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Weeks

Task List
1]2]3]a]5]6]7]8]9]10]11]12]13]14]15]16

Study Designing and Planning

Literature Review
KII Data Collection ....
Narratives Analysis

Survey Questionnaire Development

Pilot Study and Analysis

Region-based Data Collection

Factor Confirmation and Model Development
Model Analysis

Draft Preparation and Proofreading

Report Finalization

Figure 1 Gantt chart of timeline
6. Ethical Consideration

a. Informed Consent

All the participants in the study provided informed consent in written format before participating in the
study and the purpose of the study was not communicated prior to the participation in order to ensure
that any bias does not influence the response. After participation, all the participants were informed of
the purpose of the study for transparency.

7. Analysis & Findings
a. Factor Identification

The first phase of the analysis involved identifying key factors through a systematic narrative analysis.
Six recurring codes emerged from the responses of 15 participants across three groups, which were then
consolidated into three overarching themes. Findings showed that respondents from both the Asia group
and the Australia group consistently viewed the human-like and customized nature of Al chatbot outputs
as the primary reason for their difficulty in distinguishing human-written text from Al-generated text.
The Australia group further emphasized limited access to reliable Al detection tools and the perceived
inefficiency of existing detection platforms. They also highlighted insufficient training in Al
detectability and in the use of detection systems. Representative statements supporting the development
of these codes and themes are presented in Table 2.

Table 2 Some reference narratives of defined codes

Code Respondents Key Narratives

“Many teachers do not have access to advanced tools or the time to verify
the originality of every submission. These challenges are further
exacerbated by institutional constraints that limit alternative assessment
methods.”

“Al tools are capable of producing highly tailored responses that fit
specific assignment criteria, leaving educators with little resource to verify

Access to originality.

reliable
detection tool

R4, RS, R7,
R10, R11 “Institutions must support teachers by providing reliable detection tools
and reducing the emphasis on traditional grading.”

“Assignments completed with Al tools often meet or exceed the expected
standards, making it nearly impossible to differentiate them from authentic
submissions without advanced detection technologies.”

“Teachers are rarely provided with adequate training in using detection
tools”
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Cognitive
Miserliness of
Teacher

R2, R8

“Many teachers, including myself, lack the training or resources to
effectively use Al-detection tools.”

“This problem is my limited experience with detection tools and the time
constraints of grading large volumes of assignments.”

Customized
Response

RI,
RIS

R7, RI0,

“The main challenge I face is distinguishing between authentic student
work and Al-generated content. With Al producing human-like responses,
traditional evaluation methods fall short. When students prompt chatbots
to generate assignment responses tailored to their specific topics, the
resulting work often appears indistinguishable from genuine effort. This
puts teachers in a difficult position, as we lack reliable means to assess the
originality of such submissions.”

“When students use Al tools to produce unique, creative content, it
becomes nearly impossible to discern their actual level of understanding
or effort, especially in subjective assessments.”

“This tailored generation of responses poses a direct challenge to
educators.”

““When students use chatbots to produce work that appears intellectually
robust.”

Detection Tool
Inefficiency

R3, R4, R6, R14

“Al-detection tools are not always accurate and manually assessing every
submission is impractical given the lack of time.”

“Students can easily use chatbots to produce work that closely aligns with
their own linguistic style, making it indistinguishable from authentic
writing.”

“A significant challenge lies in the limitations of Al-detection tools. These
systems are far from perfect and often flag legitimate content as Al-
generated or miss actual Al-written material.”

“Without robust tools to verify originality, educators are at a significant
disadvantage.”

Human-Like
Response

R2,R11,R13

“The ability to produce polished and context-specific responses poses a
significant threat. Students can exploit these capabilities to generate work
that aligns closely with their academic requirements, making it nearly
impossible for teachers to distinguish between genuine effort and Al-
assisted work.”

“This mimicry becomes a threat when students use chatbots to produce
work that appears authentic.”

Lack of
Training

R2, RS,
R10, R11

RS,

“This problem is compounded by procrastination—both on the part of
students submitting last-minute work and teachers delaying their
evaluations.”

“Evaluating assignments thoroughly requires more effort when Al tools
are involved. Procrastination on my part, as well as institutional pressures
to grade quickly, often result in missed instances of Al-generated content.”

“This problem is my limited experience with detection tools and the time
constraints of grading large volumes of assignments.”

“Time is a significant factor; with multiple responsibilities, it’s hard to
thoroughly review every submission. Additionally, existing university
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policies do not accommodate flexible assessment methods that could
mitigate these challenges.”

“Al tools are becoming more sophisticated, and my familiarity with
detection tools is limited.”

EG placed greater emphasis on teachers’ cognitive miserliness, suggesting that instructors
seeking convenience may fail to engage deeply with student work, either due to negligence or limited
effort. Although this perspective was acknowledged, only a small number of respondents from the AuG
and AG supported this view. Similar to the AG, the AuG primarily attributed detection challenges to the
human-like quality and personalized nature of Al-generated text. However, the AuG regarded teachers’
cognitive miserliness and the inefficiency of detection tools as the least influential factors in their
inability to differentiate between human and Al-authored scripts. Across all groups, six recurrent codes
emerged, which were organized into three overarching themes: rigid university policy, lack of time, and
content inseparability. The Sankey diagram (Figure 2) illustrates how the six codes map onto these three
factors, suggesting potential interrelationships among them. Whether these factors operate as distinct
constructs is examined more rigorously in the subsequent quantitative analysis.

. o ) L
Lack of Training 2 _‘ Rigid University Policy
: e -
1
Detection Tool Inefficiency ¢
] Lack of Time

Acress to Reliable Detection : "-

Tools 1
Human-like Response ¥ Content Inseperability

Customized Response s

Figure 2 Sankey diagram of codes and factors

Further exploration of the narratives revealed that although 3 of the factors are considered as core
factors, the narratives analysis shows that Content Inseparability is regarded as the most significant and
impactful factor that is affecting the detectability of teachers (See, Figure 3). Regardless of the groups,
all 3 groups commonly argued that Content Inseparability is the most daunting factor (See, Figure 3),
giving it more emphasis compared to the other mentioned causes. However, all three groups also
identified a lack of time and rigid university policies as two other major factors affecting their
detectability, although the relative emphasis placed on these factors by the groups, as evident from their
wording or statements, arguably varied.

Rigid University Policy I ¥
Lack of Time I

Evaluation Challenge

Content Inseperability L]

Figure 3 Sankey diagram of identified causes and the effect of evaluation challenge

b. Factor Confirmation
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Although the factors have been identified through narratives, and the Sankey Diagrams give a visualized
perspective over the relative weights of the factors, the analysis requires a quantitative justification for
a more logical and robust understanding of the factors to confirm them as a valid factor and determine
their relationships. Hence, the quantitative phase of the study is conducted.

c. Demographic Profile Analysis

In quantitative research, demographic analysis involves systematic examination of participant
characteristics to describe the sample, detect patterns, and evaluate the appropriateness and
representativeness of the study population. Although not the sole method of validating a sample, it is
essential for assessing whether the respondents reflect the population of interest. In this study,
demographic analysis indicated that across six continents, the largest proportion of valid respondents
were Senior Lecturers or Lecturers. Because the analysis focused exclusively on teachers, 80.5 percent
of total responses (n = 317) were included. Additionally, 29.9 percent of teachers held the rank of
Assistant Professor or higher. Table 8 presents the continental distribution of the valid sample.

Table 3 Demographic profile of survey respondents

Frequency Percentage
Below 18 0 0.0
18-27 31 7.9
Age 28-37 187 47.5
38-47 13 33
48-57 108 274
Above 57 55 14.0
Male 226 57.4
Sex Female 150 38.1
Intersex 18 4.6
Teacher 317 80.5
Profession Teaching Assistant 9 2.3
Other 68 17.3
Professor/Professor Emeritus/Distinguished
39 9.9
Professor
Associate Professor/Assistant Professor 79 20.0
Current -
Designation Seglor Lecturer/Le‘ct‘u_rer 190 48.2
Adjunct Faculty/Visiting Faculty 9 2.3
Teaching Assistant 9 2.3
Other 68 17.3
0-2 Years 96 24 .4
Active Teaching 2-5 Years 103 26.1
Experience 5-10 Years 74 18.8
10+ Years 121 30.7

d. Exploratory Factor Analysis

The Exploratory Factor Analysis (EFA) was conducted using Principal Component Analysis (PCA) for
extraction and Varimax rotation to clarify the underlying factor structure. Applying the eigenvalue
greater than one criterion, four factors emerged, explaining 64.406 percent of the total variance. The
decision to use Varimax rotation, an orthogonal technique, was intended to maximize the variance of
squared loadings within each factor, thereby reducing cross-loadings and enhancing the interpretability
of the factor solution. Sampling adequacy was confirmed through the Kaiser-Meyer-Olkin (KMO)
measure, which yielded a value of 0.827, indicating strong suitability of the data for factor analysis. In
addition, Bartlett’s test of sphericity was significant (p <.001), demonstrating that the correlation matrix
contains sufficient shared variance among items to justify proceeding with factor extraction (see Table
4). The resulting factor solution was stable and theoretically coherent. No items required removal during
the EFA, and the Varimax-rotated structure produced a clean, interpretable grouping of items that aligns
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well with the initial conceptual framework. These findings provide a solid empirical foundation for
subsequent validation steps and further interpretation in later stages of the analysis.

Table 4 EFA results

F1 F2 F3 F4
RUP1 .846
RUP2 774
RUP3 .867
RUP4 .808
RUPS .886
RUP6 .873
RUP7 813
cn .669
CI2 718
CI3 .662
Cl4 187
CI5 782
CIé 781
LT1 756
LT2 871
LT3 753
LT4 .854
LTS .826
LTe6 .906
LT7 .634
PEC1 761
PEC2 794
PEC3 .804
PEC4 .844
PEC5 .810
PEC6 783
PEC7 784
PECS 794

Note: Rotation Sums of Squared Loadings = 64.406, KMO measure of sampling adequacy = 0.827, Bartlett’s test
of Sphericity = 0.000

e. Confirmatory Factor Analysis

Confirmatory Factor Analysis (CFA) is a statistical technique used to validate the hypothesized
relationships between observed variables and their underlying latent constructs. Unlike Exploratory
Factor Analysis (EFA), which identifies potential factor structures, CFA is hypothesis-driven and
assesses how well the proposed model fits the observed data. CFA is a crucial analysis to confirm factors
whereas EFA is effective for identifying factors.

In this study, CFA was conducted to confirm the four-factor structure identified in the EFA. To
improve the model's fit, 12 items were removed, while ensuring that all factors retained at least three
items, maintaining their theoretical integrity. The model exhibited good fit across key indices, including
comparative fit (Cmin/df=2.99 <3; CFI=0.936 > 0.9) and absolute fit (SRMR =0.0488 <0.1; RMSEA
=0.079 < 0.085; GFI1=0.903 > 0.85). All the remaining items’ factor loading exceeded 0.65, with most
items surpassing a loading value of 0.7 (See, Figure 4).
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Figure 4 CFA model with results
Note: Cmin/df=2.99 (P = 0.000), CFI =0.936, GFI = 0.903, SRMR = 0.0488, RMSEA = 0.079

f. Reliability and Validity

The factor loadings obtained from the Confirmatory Factor Analysis (CFA) were further evaluated for
reliability and validity. Composite Reliability (CR), a measure of internal consistency that assesses the
shared variance among observed variables within a construct, was calculated for each factor. Unlike
Cronbach's Alpha, CR accounts for the varying factor loadings of individual items, providing a more
precise reliability estimate. All factors demonstrated adequate reliability, with CR values exceeding the
minimum threshold of 0.7, confirming strong internal consistency. Convergent validity was also
established, as all constructs achieved Average Variance Extracted (AVE) values above 0.5. This
indicates that the items effectively represent their respective latent constructs and that the constructs
capture more variance from their items than from measurement error (See, Table 5).

Table 5 Reliability and convergent validity

Factor Item Facto.r CR AVE
Loadings
RUPI1 0.875
RUP3 0.880
.. . . .. RUP4 0.661
Rigid University Policies (RUP) RUPS 0915 0.926 0.681
RUP6 0911
RUP7 0.665
CI3 0.683
. Cl4 0.808
Content Inseparability (CT) CI5 0.705 0.818 0.529
CI6 0.708
LT2 0.920
Lack of Time (LT) LT4 0.852 0.904 0.759
LT5 0.839
PECI1 0.812
Perceived Evaluation Challenge (PEC) PEC2 0.823 0.815 0.597
PEC6 0.673
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Discriminant validity was assessed using two widely accepted methods: the Fornell-Larcker
Criterion and the Heterotrait-Monotrait (HTMT) ratio test. The Fornell-Larcker Criterion evaluates
discriminant validity by comparing the square root of the Average Variance Extracted (AVE) for each
construct with its correlations with other constructs. The results confirmed that the square root of the
AVE for each factor exceeded its corresponding inter-construct correlation values, indicating adequate
discriminant validity (See, Table 6).

Table 6 Discriminant validity using the Fornell-Larcker criterion

RUP CI LT PEC
RUP 0.825
CI 0.002 0.727
LT 0.029 0.094 0.871
PEC 0.178 0.006 0.020 0.773

Note: Diagonal values represent the squared root of AVE and corresponding off-diagonal values are correlation
coefficients.

The HTMT ratio test further supported these results, revealing that the HTMT values for all
paired constructs were below the acceptable threshold of 0.9 as presented in Table 7. This indicates that
the constructs are sufficiently distinct from one another, providing additional evidence of discriminant
validity. These results confirm the distinctiveness of the constructs, ensuring the robustness and validity
of the measurement model.

Table 7 Discriminant validity using HTMT ratio

RUP CI LT PEC

RUP
CI
LT
PEC

Jointly, EFA and CFA validated that a model involving perceived evaluation challenges (PEC) and the 3 factors
identified during the qualitative phase — Rigid University Policies (RUP), Content Inseparability (Cl), and Lack
of Time (LT), can be developed.

g.  Path Analysis: The Conceptual Model

A conceptual model serves as a theoretical framework that illustrates how the key constructs in a study
are expected to relate to one another. It clarifies the underlying theory, guides the development of
measurement instruments, and provides the foundation for empirical testing through techniques such as
Structural Equation Modeling (SEM).

In this study, the conceptual model positions RUP as the exogenous construct and PEC as the
primary endogenous construct (see Figure 5). Alongside RUP, both CI and LT are hypothesized to exert
direct effects on PEC. The model further proposes that LT and CI operate as mediating variables.
Insights drawn from narrative analysis and discussions with key informant interview (KII) respondents
suggest additional pathways: a potential relationship between RUP and LT, and another between LT and
CI. Together, these linkages create a sequential mediating pathway from RUP to PEC, with LT and CI
acting as mediators. To examine the perceived challenges faced by teachers in the context of Al
integration, the study articulates seven hypotheses derived from this conceptual structure.

H]1: Rigid University Policy (RUP) significantly influences Perceived Evaluation Challenge (PEC)
H2: Content Inseparability (CI) significantly influences Perceived Evaluation Challenge (PEC)
H3: Lack of Time (LT) significantly influences Perceived Evaluation Challenge (PEC)

H4: Lack of Time (LT) significantly influences Content Inseparability (CI)

H5: Rigid University Policy (RUP) significantly influences Lack of Time (LT)
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H6: Rigid University Policy (RUP) significantly influences Perceived Evaluation Challenge (PEC),
when mediated through Lack of Time (LT)

H7: Rigid University Policy (RUP) significantly influences Perceived Evaluation Challenge (PEC),
when mediated through Lack of Time (LT) and Content Inseparability (CI)

Figure 5 Conceptual Model
h. Model Fit and Path Effect Analysis

A valid sample of 317 respondents was collected from six continents to provide a global perspective.
The largest proportion of respondents came from Asia (53.62%), while the smallest proportion was
from Africa (8.51%). Europe and Australia accounted for 19.55% and 18.29%, respectively. Due to less
than 10% of the total sample was represented by Africa region, the African sample was not considered
for continent-specific analysis due to its limited size. However, the African sample was included in the
global analysis phase (See, Table 8). This study refers “Global” as the sample size of 317 respondents
that includes the sample of all the valid respondents across the 4 continents.

Table 8 Region-wise valid sample

Region Continent Frequency Percentage
Asia Asia 170 53.62
Australia and Oceania Australia and Oceania 62 19.55
Europe Europe 58 18.29
Africa Africa 27 8.51

Total 317 100

The conceptual model was evaluated across multiple datasets representing three continents,
with Africa excluded from the initial regional analyses. Model fit was then assessed for the full global
dataset, which incorporated all regional responses and consisted of 317 participants. The results showed
that the model achieved strong fit for the Asia, Australia, and global samples, supported by both absolute
and relative fit indices. In contrast, the European sample demonstrated only partial fit, with GFI and
RMSEA values falling slightly below recommended thresholds. To ensure the robustness of the
estimates, each regional dataset, as well as the global sample, was bootstrapped to 2000 samples at a 95
percent confidence interval (see Table 9).
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Table 9 Region-wise model fit results

Region Cmin/df | CFI GFI RMSEA | SRMR | Decision
Asia 1.844 923 851 .084 .069 Good Fit
Australia 1.053 953 71 .005 .002 Good Fit
Europe 2.054 .847 172 136 .089 Partial Fit
Global* 2.960 936 .903 .079 .049 Good Fit

Note: The sample is bootstrapped to 2000 at 95% bias-corrected confidence interval. * = The global analysis
includes the samples of the Africa region.

Direct effect hypotheses were tested at the 5 percent significance level. For the Australia and
Oceania region, all hypotheses (H1-HS5) were rejected, as none of the paths produced p-values below
0.05. A similar pattern emerged in the Asia region, where hypotheses H1-H5 were also rejected;
however, the LT-ClI relationship (H4) approached significance and was accepted at the 10 percent level.
In the Europe sample, hypotheses H2—H5 were rejected, while H1 was supported, indicating a
significant direct relationship between RUP and PEC. The Europe region also demonstrated a slightly
higher explained variance (R? = 0.173) compared to Asia (R* = 0.149). The standardized beta for the
RUP-PEC path was notably stronger in Europe ( = 0.402), although the remaining hypotheses were
not supported at the 5 percent level. Nonetheless, H4 and H5 reached significance at the 10 percent
threshold. At the global level, H1 was accepted, confirming a significant direct effect from RUP to PEC
(B=0.18). All other hypotheses (H2—HS5) were rejected at the 5 percent level, yet the LT—CI relationship

(H4) was again accepted at the 10 percent level. These results are summarized in Table 10.

Table 10 Region-wise direct effect and hypothesis results

Region Direct Path Direct Effect P Value | R? Decision
RUP =>PEC 130 214 Reject H1
CI=>PEC .037 743 .029 Reject H2
Asia LT=>PEC .079 474 Reject H3
LT=>CI A91%* .075%* .037 Reject H4
RUP=>LT .143 153 .021 Reject H5
RUP =>PEC .040 788 Reject H1
CI=>PEC 268 124 .084 Reject H2
Australia LT=>PEC .083 .584 Reject H3
LT=>CI 113 477 .013 Reject H4
RUP=>LT -.130 .367 .017 Reject H5
RUP =>PEC 402 .008 Accept H1
CI=>PEC -.087 577 173 Reject H2
Europe LT=>PEC .004 977 Reject H3
LT=>CI 283%* .055%* .080 Reject H4
RUP=>LT -.230%* .090%* .053 Reject HS
RUP =>PEC 180 .004 Accept H1
CI=>PEC -.003 .966 .034 Reject H2
Global* LT=>PEC .031 .625 Reject H3
LT=>CI A19%* .067%* .014 Reject H4
RUP=>LT .023 703 .001 Reject HS

Note: The sample is bootstrapped to 2000 at 95% bias-corrected confidence interval. * = The global analysis
includes the samples of the Africa region. ** = Accepted at 10% level of significance.

Indirect effects were tested through hypotheses H6 and H7 using 2,000-sample bootstrapping

for all regional and global models. An indirect path was considered significant if the p-value was below
0.05 and the confidence interval excluded zero. Across all analyses, none of the indirect effects reached
significance at the 5 percent level, as zero fell within all confidence intervals and p-values exceeded
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0.05. The only exception was in the Europe sample, where the indirect effect from RUP to PEC through
LT was significant at the 10 percent level. Full results are presented in Table 11.

Table 11 Region-wise indirect effect results

. . Indirect -
Region Indirect Path Effect C.L P Decision
RUP =>LT=>PEC 0.011 -0.034 - 0.088 0.544 | Reject H6
Asia
RUP=>LT=>CI=>PEC | 0.001 -0.011 - 0.092 0.295 | Reject H7
RUP =>LT=>PEC -0.104 -0.140 - 0.022 0.340 | Reject H6
Australia
RUP=>LT=>CI=>PEC | -0.004 -0.161 -0.016 0.286 | Reject H7
RUP =>LT=>PEC** -0.000 -0.228 - 0.002 0.060 | Reject H6
Europe
RUP=>LT=>CI=>PEC | 0.006 -0.075 - 0.089 0.805 | Reject H7
RUP =>LT=>PEC 0.003 -0.008 — 0.024 0.460 | Reject H6
Global*
RUP=>LT=>CI=>PEC | 0.001 -0.004 —0.015 0.536 | Reject H7

Note: The sample is bootstrapped to 2000 at 95% bias-corrected confidence interval. * = The global analysis
includes the samples of the Africa region. ** = Significant at 10% level of significance.

In path analysis, the total effect reflects the overall influence of an exogenous construct on an
endogenous construct through all direct and indirect pathways. It is calculated by summing the direct
effect and all indirect effects operating through mediating variables. In this model, RUP is an exogenous
construct and PEC is the endogenous construct. Thus, the total effect of RUP on PEC includes three
components: the direct path (RUP — PEC), the indirect path through LT (RUP — LT — PEC), and the
sequential indirect path through LT and CI (RUP — LT — CI — PEC).

Results indicate that the Europe region shows a statistically significant total effect, as the p-
value is below 0.05 and the confidence interval excludes zero. The global analysis also demonstrates a
statistically significant total effect. However, the Asia and Australia regions do not meet these criteria,
indicating nonsignificant total effects.

Albers (2017) notes that effect size can be more informative than statistical significance alone.
Following Cohen’s (2013) guidelines, effects below 0.02 are considered small, those above 0.35 are
large, and intermediate values represent moderate effects. Asia and Australia show small total effects,
whereas Europe shows a large effect (0.407), consistent with its statistical significance. The global effect
size is moderate (0.181) and statistically significant (p = 0.01). These findings highlight meaningful
regional differences and reinforce the value of considering both significance and effect size when
interpreting total effects (see Table 12).

Table 12 Region-wise total effect results

. Total Effect | Total
Region Path Effect C.I P Effect Category
Asia 0.142 -0.071 -0.357 | 0.166 Small
Australia 0.025 -0.271-0.342 | 0.820 Small
RUP =>PEC
Europe 0.407 0.085 - 0.684 0.023 Large
Global* 0.181 0.050-0.313 0.010 Moderate

Note: The sample is bootstrapped to 2000 at 95% bias-corrected confidence interval. * = The global analysis
includes the samples of the Africa region.
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DISCUSSION

This study offers a new lens for understanding teachers’ struggles with detecting Al-generated content
by demonstrating that these challenges arise not solely from the deceptive power of generative Al, but
from the intersection of institutional structures, time constraints, and the increasingly blended nature of
human—AlI writing. Prior research has emphasized Al deception as a technological issue, noting that the
natural language fluency of Al chatbots enables them to mimic human writing in ways that mislead
educators (Grazioli & Jarvenpaa, 2003a, 2003b; Hancock, 2007; Niloy et al., 2024a; Niloy et al.,
2024b). The findings of this study extend that discussion by revealing that deception becomes more
consequential in environments shaped by rigid university policies. The SEM analysis demonstrated that
among all modeled factors, Rigid University Policies (RUP) emerged as the only consistent and
significant predictor of teachers’ Perceived Evaluation Challenge (PEC), both globally and within
certain regions. This indicates that institutional structures, rather than Al alone, play a central role in
shaping the difficulties educators encounter during assessment.

Translating these findings into classroom realities shows why detection problems persist. Strict
marking deadlines, fixed assessment formats, and large class sizes, all typical features of rigid
institutional frameworks, restrict the time available for careful evaluation. When the SEM results
showed that RUP increases Lack of Time (LT), the finding reflected what many educators experience
in practice: compressed grading windows force teachers to read superficially, preventing them from
noting subtle inconsistencies between a student’s usual writing and a highly polished Al-generated
submission. For example, lecturers who must grade dozens of essays within 48 to 72 hours cannot
compare writing across assignments or examine abrupt shifts in tone, argumentation, or conceptual
depth, which are critical indicators of Al involvement. The statistical relationship between LT and
Content Inseparability (CI) further illustrates how time shortages intensify the difficulty of parsing
mixed-authorship texts. Students increasingly blend Al-generated passages with original writing, and
when teachers are pressed for time, this blended content becomes virtually inseparable. In other words,
CI does not function independently; it becomes problematic when exacerbated by workload pressures
stemming from rigid policies.

These results refine existing scholarship by illuminating how institutional environments
magnify the cognitive challenges teachers face. Earlier work emphasized technological deception, but
this study shows that teachers’ struggles arise from a systemic chain of influences: rigid policies
constrain time; limited time reduces evaluative depth; reduced depth makes blended Al-human writing
harder to detect. This layered mechanism explains why detection difficulties persist even when teachers
have strong disciplinary knowledge or prior exposure to Al tools. It also helps explain the regional
differences observed: in Europe and the global sample, RUP had a strong total effect on PEC, suggesting
that detection difficulties are embedded in broader policy cultures, not merely in individual teaching
practices.

The findings echo long-standing concerns regarding the pressures that institutional rigidity
places on both teachers and learners (Cuban, 1984; Duah & McGivern, 2024). They also support
arguments that effective evaluation in emerging technological contexts requires both flexibility and
training (McConnell & Fry, 1972). In the era of generative Al, these needs become even more urgent.
Teachers cannot be expected to safeguard academic integrity if structural conditions deny them the time
and autonomy required for meaningful assessment. Rather than attributing detection failure solely to
AT’s sophistication or teachers’ limitations, this study positions the issue within a broader institutional
ecosystem that must be re-examined if academic integrity is to be preserved.

IMPLICATIONS

The findings of this study have important theoretical and practical implications for researchers,
educators, institutions, and policymakers. By demonstrating that RUP exerts the strongest influence on
PEC, with LT and CI functioning as key intermediaries, this study contributes a more comprehensive
understanding of the psychological, technological, and institutional factors shaping teachers’ ability to
detect Al-generated content. Existing literature often examines these constructs in isolation; the
multidimensional model developed here reveals how they operate as an interconnected system. This
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contributes to theory by shifting the focus from AI’s deceptive capacity to the broader institutional
contexts that either mitigate or exacerbate its impact. The global scope of the sample further extends
knowledge by showing how cultural and policy environments influence teacher perceptions,
underscoring the need for region-sensitive approaches to academic integrity in Al-mediated learning
spaces.

The practical implications of these findings highlight the importance of equipping lecturers

with both the structural support and the professional skills required for effective detection. Lecturer
training must evolve beyond general discussions of Al ethics and instead focus on concrete evaluative
practices, such as building baseline writing profiles for students, analyzing stylistic inconsistencies that
emerge in hybrid Al-human texts, and understanding the limitations and error patterns of Al detection
tools. Such training becomes essential in time-constrained environments, allowing lecturers to make
informed judgments even when in-depth review is not possible.
Institutional policy reform emerges as a critical implication of this research. Because RUP significantly
influences PEC, universities must reconsider policies that impose unrealistic grading timelines,
prescribe uniform assignment formats, or restrict assessment flexibility. Extending marking windows,
reducing assessment loads in writing-intensive courses, and providing dedicated academic integrity
support units can substantially reduce LT and improve evaluative accuracy. Policies must shift from
compliance-driven approaches toward structures that support pedagogical judgment, recognizing that
academic integrity work is cognitively demanding and cannot be compressed without compromising
quality.

A further implication concerns the design of Al-resilient assessments. To counteract CI,
assignments should incorporate processes that reveal the evolution of student thinking, such as draft
iterations, annotated reflections, oral defenses, or personalized components tied to local contexts or
class discussions. These approaches reintroduce elements of authenticity that are difficult for Al to
replicate and allow teachers to verify authorship more confidently. The creation of such assessments
requires institutional endorsement, as lecturers cannot redesign tasks without the flexibility and
authority granted by policy.

Finally, the findings carry broader implications for developers and policymakers. The

persistence of CI and PEC despite existing detection tools suggests that technical solutions alone cannot
safeguard academic integrity. Developers may explore watermarking or traceable patterns in Al-
generated outputs, but these innovations must be complemented by institutional structures that support
human evaluation. Policymakers should treat academic integrity as a shared responsibility across
technological, institutional, and pedagogical domains.
Taken together, these implications underline a central conclusion: improving teachers’ ability to detect
Al-generated content requires coordinated action at multiple levels. Training alone is insufficient;
institutional support must align with the cognitive realities of assessment, and assignment design must
adapt to the changing landscape of student writing. By illuminating the layered mechanisms through
which RUP, LT, and CI influence PEC, this study provides a roadmap for strengthening academic
integrity in an era where generative Al will continue to evolve.

CONCLUSION

This study offers a clearer, system-level explanation for why teachers struggle to evaluate student work
in the Gen-Al era. Using a mixed-method design, it proposes a conceptual model showing that perceived
evaluation challenges stem not only from the blending of human and Al writing but from the combined
influence of both controllable and uncontrollable contextual factors.

The study is limited by its reliance on self-reported perceptions, which future research should
validate through experimental or observational methods. Further work could also examine more diverse
contexts and integrate additional institutional, pedagogical, and technological variables to capture the
complexity of educators’ evaluative behaviors.

The significance of this study lies in moving the field beyond a narrow focus on Al tools
themselves. By demonstrating that teachers’ difficulties emerge from a broader social and organizational
system, it underscores that addressing only the technological half of the problem will inevitably lead to
solving this daunting issue partially.
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