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Abstract 

 
Fair and open compensation is a critical component of employees’ happiness and satisfaction. To provide competitive 

and equitable pay, an analysis of current compensation is necessary. Therefore, the main goal of this paper is to 

investigate the relationship between possible factors and compensation among 368 workers who work in the mills and 

estates sector in Malaysia. This paper also aims to identify the differences in compensation between different job types 

and races. The result of the multiple linear regression model showed that only five factors (monthly working days, 

race, gender, worker type, and job type) were significantly associated with worker’s compensation. This paper also 

revealed that the monthly compensation for the four job types held by workers, which consist of general worker, 

harvester, mill worker, and rubber tapper in estates and mills, differed through the Kruskal-Wallis test. To conclude, 

the findings of this paper could support the strategic goals of the business, benchmark compensation, enhance 

compensation decision-making, and provide a more equitable compensation structure for workers. 

 
Keywords: compensation, Kruskal-Wallis Test, Multiple Linear Regression, Spearman Correlation Analysis, 

sustainability 

 

INTRODUCTION  

 
Employers are continuously working to improve employee happiness and operational efficiency in the 

cutthroat business climate of today in order to attract and retain top personnel. Fair and open compensation 

is a critical component of employee happiness and satisfaction. Consequently, in order to guarantee that 

workers are paid appropriately, companies must perform thorough wage analyses taking into consideration 

a variety of factors, including years of experience, job function, talents, and industry norms [1]. 

 

It is crucial for the success of any organization to provide their employees with competitive and 

equitable pay. However, inequalities in pay packages may result in low employee satisfaction, significant 

staff turnover, and trouble luring top talent. Therefore, an analysis of worker’s compensation in is needed 

in order to assess the organization's compensation competitiveness in the industry. 

 

An analysis of compensation is important since an organization can make sure it is operating and 

treating its people responsibly financially by doing a compensation analysis. There are a few reasons of 

conducting compensation analyses such as competitive labor markets, responsible operation of an 

organization, avoiding bias, and performance motivation. For the competition in the job market, 

organizations need to hire competent workers who foster growth to prosper. By providing a competitive 
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compensation or rate, company shows that it appreciates its employees just as much as other companies [2]. 

Apart from that, the organizations must avoid bias. Formal pay structures help business management treat 

employees with integrity and respect by preventing biases based on gender, race, or personal relationships 

from influencing pay [3].  

 

Multiple linear regression (MLR) method is often preferred in compensation analysis because it 

allows for the simultaneous evaluation of the effects of multiple independent variables such as education, 

experience, job level, and performance on employee compensation. MLR method also effectively controls 

for confounding variables, making it ideal for identifying potential disparities and ensuring fair 

compensation practices across demographic groups. Moreover, recent studies highlight its interpretability 

and effectiveness in compliance audits and HR decision-making compared to more complex models like 

machine learning which may lack transparency [4, 5]. 

 

Therefore, the main goal of this paper is to investigate the relationship between the independent variables 

(age, years of experience, monthly working days, race, gender, worker type and job type) and compensation 

among workers who work in a mills and estates sector in Malaysia (dependent variable). Besides that, this 

paper also aims to identify the differences in compensation between different job types such as general 

worker, harvester, mill worker, and rubber tapper among races. 

 

  

MATERIALS AND METHODS  

 

A secondary data was obtained from Worker Wages Detail Report in a mills and estates company. In this 

paper, compensation of the workers (RM per month) was used as dependent variable, meanwhile seven 

factors were used as independent variables which consists of age, years of experience, monthly working 

days, race, gender, worker type and job type. 

 

Determination of Sample Size 

 

For most quantitative research, 40 sample size is a good quantity, although, in some circumstances, 

researchers can enrol fewer users [6]. A formula for the minimum sample size was proposed by [7] as 

follows:   

 

𝑟𝑠 = 𝑛 =   
 (𝑋2𝑁𝑃(1 − 𝑃))

(𝑑2(𝑁 − 1) + 𝑋2𝑃(1 − 𝑃))
 (1) 

 with  

𝑛 = sample size 

𝑋2 = the table value of chi-square for one degree of freedom at the desired confidence level, 𝑋2 = 3.841 

𝑁 =population size (8483 workers) 

P =The population proportion (assumed to be 0.5 since this would provide the maximum sample size) 

𝑑 =ddegree of accuracy expressed as a proportion (0.05) 

 

Then, the sample size is calculated as follows:  

 

      𝑛 =   
 (3.841 × 8483 × 0.5(1 − 0.5))

(0.052(8483 − 1) + 3.841 × 0.5(1 − 0.5))
 

 

 

        𝑛 =   
 8145.8008

22.16525
≈ 368 𝑤𝑜𝑟𝑘𝑒𝑟𝑠 

 

 

Therefore, a total of 368 sample size were selected in this compensation analysis. 
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Spearman’s Rank Correlation Analysis 

 

The Spearman Rank Correlation is a nonparametric measure to examine the relationship between the 

selected possible factors [8]. It has two assumptions as follows: 

 

i. The data comprises a randomly selected sample of 𝑛  pairs of either numeric or non-numeric 

observations. 

 

ii. Each pair of observations signifies two measurements obtained from the identical object or 

individual, referred to as the unit of association.  

The general formula for Spearman’s Rank Correlation Coefficient, 𝑟𝑠 as follows: 

 

𝑟𝑠 = 1 −   
(6∑𝑑𝑖

2)

(𝑛(𝑛2 − 1))
 (2) 

where, 

𝑑𝑖= difference between two ranked data set 𝑖 = 1,2,3, ⋯ , 𝑛 

n = number of samples 

 

The Spearman's correlation coefficient 𝑟𝑠 varies between -1 and 1. The closer 𝑟𝑠 is to ±1 the stronger the 

monotonic relationship. To test the significance of correlation coefficients, the null hypothesis and the 

alternative hypothesis are given as follows: 

 

𝐻0: The correlation coefficient  𝑟𝑠 = 0 (There is no correlation). 

 

𝐻1: The correlation coefficient  𝑟𝑠 ≠ 0 (There is a correlation). 

 

If the p-value is less than the specified significance level (usually 5%), then the null hypothesis is rejected. 

Otherwise, the null hypothesis is not rejected. 

 

Kruskal-Wallis Test 

 

The Kruskal-Wallis test is a nonparametric statistical method utilizing ranks to assess whether there exist 

significant differences among two or more groups of an independent variable with respect to a continuous 

or ordinal dependent variable. It serves as a nonparametric substitute for the one-way ANOVA and extends 

the capability of the Mann-Whitney U test, enabling the comparison of more than two independent groups 

[9]. Since the assumption in homogeneity of variance is violated in the ANOVA test, therefore the Kruskal-

Wallis Test is used since it is an alternative to ANOVA test. The assumptions in the Kruskal-Wallis test as 

follows: 

 

i. Ordinal Variables - The variable under consideration needs to be either ordinal or continuous, 

indicating some form of hierarchy. 

 

ii. Independence - Each group should be distinct and not influenced by the others. 

 

The general formula for statistic H in Kruskal-Wallis Test as follows: 

 

𝐻 =
12

𝑁(𝑁 + 1)
∑

𝑅𝑖
2

𝑛𝑖
− 3(𝑁 + 1) (3) 

where  

N = total number of observations in all groups. 

𝑛𝑖 = number of observations in the i-th group. 
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𝑅𝑖 = total sum of ranks in the i-th group. 

 

The null hypothesis and the alternative hypothesis are given as follows: 

 

𝐻0:  The independent samples all have the same central tendency and therefore come from the same 

population. 

 

𝐻1:  At least one of the independent samples does not have the same central tendency 

  as the other samples and therefore originates from a different population 

 

If the p-value is less than the specified significance level (usually 5%), then the null hypothesis is rejected. 

Otherwise, it is not rejected. 

Multiple Linear Regression Analysis 

 

Multiple linear regression (MLR) is a statistical method that employs multiple explanatory variables to 

forecast the outcome of a response variable. The primary goal of multiple linear regression modeling is to 

establish a linear connection between the response (dependent) variables and the explanatory (independent) 

variables [10].  

 

Multiple linear regression model is used to predict the compensation of workers in estates and mills 

company and determine which independent variables have significant relationship with the compensation 

of workers. The multiple regression model relies on the following assumptions including linearity, 

independence of errors, normality of error, and equal variance. The general formula for the Multiple Linear 

Regression model can be written as: 

 

𝑦 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝛽4𝑥4 + 𝛽5𝑥5 + 𝛽6𝑥6 + 𝛽7𝑥7 + 𝜀𝑖 (4) 

 

 where 

 

            𝑦 = Monthly compensation of the workers (RM) 

         𝑥1 = Age (0 = <25 years, 1= 25-34 years, 2= 35-44 years, 3= 45-54 years, 4= >54 years)  

         𝑥2 = Years of Experience (0 = <10 years, 1= 10-19 years, 2= 20-29 years, 3= 30-39years, 

                  4=>39 years) 

        𝑥3 = Monthly Working Days (0 = <10 days, 1= 10-19 days, 2= 20-29 days, 3=>29 days) 

      𝑥4 = Race (0 = Bangladeshi, 1= Indian, 2= Indonesian, 3= Malay, 4= Other Indigenous,  

               5= Others) 

      𝑥5 = Race (0 = Male, 1= Female) 

      𝑥6 = Worker Type (0 = Local, 1= Foreign, 2= Permanent Resident) 

      𝑥7 = Job Type (0 = General Worker, 1= Harvester, 2= Mill Worker, 3= Rubber Tapper)  

     𝛽0  = Intercept Coefficient 

𝛽1, 𝛽2, … , 𝛽7   = Regression Coefficient for Independent Variable of Age, Years of Experience,  

                           Monthly Working Days, Race, Gender, Worker Type and Job Type. 

 

 

To test the overall fit of regression model, the null hypothesis and the alternative hypothesis are given as 

follows: 

 

𝐻0: 𝛽1 = 𝛽2 = 𝛽3 = ⋯ = 𝛽𝑘 = 0 (There is no relationship between the dependent variable and the set of 

independent variables.) 

 

𝐻1: At least one 𝛽𝑖 ≠ 0 (There is a relationship between the dependent variable and the set of independent 

variables.) 
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The hypothesized model about the individual 𝛽𝑘 for this test is given as follows: 

 

𝐻0: 𝛽𝑘 = 0 

 

𝐻1: 𝛽𝑘 ≠ 0 

 

If the p-value is less than the specified significance level (usually 5%), then the null hypothesis is rejected. 

Otherwise, it is not rejected 

 

RESULTS AND DISCUSSION 

 

Demographic of Sample Data 

 

Table 1.  Summary of Descriptive Analysis 

Category Item Frequency (n) Percentage (%) 

Age <25 28 7.6 

25-34 100 27.2 

35-44 130 35.3 

45-54 72 19.6 

>55 38 10.3 

Years of Experience <10 247 67.1 

10-19 59 16.0 

20-29 39 10.6 

30-39 22 6.0 

>39 1 0.3 

Monthly Working Days <10 6 1.6 

10-19 36 9.8 

20-29 325 88.3 

>29 1 0.3 

Race Bangladeshi 60 16.3 

Indian 135 36.7 

Indonesian 87 23.6 

Malay 81 22.0 

Other Indigenous 4 1.1 

Others 1 0.3 

Gender Male 320 87.0 

Female 48 13.0 

Worker Type Local 170 46.2 

Foreign 197 53.5 

Permanent Resident 1 0.3 

Job Type General Worker 92 25.0 

Harvester 92 25.0 

Mill Worker 92 25.0 

Rubber Tapper 92 25.0 

 

Table 1 shows the gender distribution of 384 workers in an estates and mills company. It indicates that 320 

(87%) male workers and 48 (13%) female workers are employed in the company. The majority of workers 

are Indian, accounting for 36.68%, followed by Indonesians (23.64%), Malays (22.01%), and Bangladeshis 
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(16.30%). The remaining categories, including other indigenous and others, constituted 1.09% and 0.27%, 

respectively. Meanwhile, 197 (53.5%) workers are foreign workers, followed by 170 (46.2%) local workers, 

and 1 (0.3%) permanent resident. Four job types are identified: general worker, harvester, mill worker, and 

rubber tapper, with 92 workers (25%) for each category. 

 

Table 2.  Correlation Between the Demographic and Possible Factors with Workers’ Compensation 

Variable 
 

Age Years of 

Experience 

Monthly 

Working 

Days 

Race Gender Worker 

Type 

Job 

Type 

Compensation 
𝒓 -0.140 -0.186 0.379 0.060 -0.411 0.425 

-

.0312 

Sig. 0.007 0.000 0.000 0.254 0.000 0.000 0.000 

 

Table 2 illustrates the correlation between demographic and other potential factors related to workers' 

compensation, indicating that only the race component is statistically insignificant (p>0.05). At a 5% 

significant level (p<0.05), there is a weak negative relationship between workers' compensation and factors 

like age, years of experience, and job type. There is also a moderate negative relationship with the gender 

factor. Meanwhile, worker type and monthly working days’ factors show a moderate positive relationship 

on worker’s compensation. 

 

Table 3.  The Analysis of Kruskal-Wallis Test 

Total N 368 

Test Statistics 165.000 

Degree of Freedom 3 

Sig. 0.000 

 

From Table 3, the analysis of the Kruskal-Wallis Test indicated the four job types of workers (general 

worker, harvester, mill worker, and rubber tapper) in estates and mills do not have the same median in 

monthly compensation. Therefore, the null hypothesis is rejected.  

 

Table 4.  The Pairwise Comparisons of Job Type for Workers 

Job Type Comparison Test Statistic Std. Error Std. Test Statistic P-value 

Rubber Tapper-General Worker 60.533 15.684 3.859 0.000* 

Rubber Tapper-Mill Worker 81.413 15.684 5.191 0.000* 

Rubber Tapper-Harvester 196.620 15.684 12.536 0.000* 

General Worker-Mill Worker -20.880 15.684 -1.331 0.183 

General Worker-Harvester -136.087 15.684 -8.677 0.000* 

Mill Worker-Harvester 115.207 15.684 7.345 0.000* 

*p-value is significant at 0.05 significance level. 

 

Table 4 shows the pairwise comparison of job types of workers. It can be seen that all the job type of workers 

in estates and mills are difference in median of monthly compensation expect for the job type comparison 

in general worker and mill worker is 0.183, which is greater than 5% of significance level, means that this 

job type comparison is statistically insignificant and have the same median in monthly compensation while 

others job type comparison is statistically significant and do not have the same median in monthly 

compensation. However, in this pairwise comparison, a Type I error may occur when a statistically 

significant difference is found between two groups median when no true difference exists. In this case, post-

hoc adjustment methods such as Bonferroni test could be considered. 

 

There are five differences in median of monthly compensation between the job type of workers in estates 

and mills. Since the p-value in the job type comparison in general worker and mill worker is 0.183 (p>0.05), 
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t this job type comparison is statistically insignificant and have the same median in monthly compensation 

while others job type comparison is statistically significant and do not have the same median in monthly 

compensation.  

 

Table 5. The Mean Rank of Compensation for Each Job Type 

 Job Type N Mean Rank 

Compensation General Worker 92 160.39 

Harvester 92 296.48 

Mill Worker 92 181.27 

Rubber Tapper 92 99.86 

Total 368  

 

From Table 5, the mean rank of the compensation for each job type is shown. The job type which has the 

highest and lowest compensation can be identified. The job type of Harvester has the highest mean rank 

followed by mill worker and general worker while the rubber tapper has the lowest mean rank. It means 

that although the median of compensation does not much difference for the worker except for the general 

worker and mill worker, but there is still a difference in the mean rank for the workers’ compensation 

according to the job type. 

. 

Table 6.  Overall Regression Model Summary  

Model Sum of Squares df Mean Square F Sig. 

Regression 46.248 7 6.607 38.7 0.000 

Residual 60.948 357 0.171   

Total 107.196 364    

 

Table 7.  Parameter Estimation between Compensation and Selected Factors  

Variable Coefficients, B Std. 

Error 

t Stats Sig. Lower 95% Upper 95% 

Intercept          6.101 0.189 32.288 0.000* 5.729 6.473 

Age 0.003 0.003 1.080 0.281 -0.003 0.009 

Years of 

Experience 

0.005 0.003 1.539 0.125 -0.001 0.012 

Monthly 

Working 

Days 

0.046 0.007 6.867 0.000* 0.032 0.059 

Race 0.070 0.023 3.013 0.003* 0.024 0.116 

Gender          -0.369 0.074 -5.009 0.000* -0.514 -0.224 

Worker Type 0.374 0.061 6.108 0.000* 0.254 0.495 

Job Type          -0.139 0.020 -6.907 0.000* -0.178 -0.099 

 

Table 6 shows that the overall regression model is significant (𝑝 < 0.05). Hence, it can be concluded that 

there is at least one coefficient that is not equal to zero in this regression model. Other than that, the result 

in Table 7 reveals that five independent variables such as total working days, race, gender, worker type, and 

job type have a significant relationship with compensation (𝑝 < 0.05). The workers' gender component has 

a considerable impact on the worker’s compensation. It is apparent from the response demographic that 

structural gender inequality exists. Due to the fact that this company's tasks are more related to men than to 

women, job segregation is the result of the worker type factor. Meanwhile, the age and years of experience 

have not significant with compensation in this model (𝑝 > 0.05). This result is consistent with Table 2, 

which show that there is a weak negative relationship between compensation and these two factors. 

Therefore, the MLR model for this compensation analysis is given as follows: 
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𝑦 =  6.101 + 0.046(Monthly Working Days) + 0.07(Race) − 0.369(Gender) 

               +0.374(Worker Type) − 0.139(Job Type) 
 

CONCLUSION  
 

In this paper, it can be concluded that only race factor does not show a significant correlation with workers’ 

compensation while other factors such as age, gender, worker type, job type, years of experience, and 

monthly working days of worker had a significant correlation with workers’ compensation through the 

Spearman’s Rank Correlation Analysis. Besides that, it is found that the job types of workers (general 

worker, harvester, mill worker, and rubber tapper) in estates and mills sector do not have the same median 

in monthly compensation through Kruskal-Wallis Test. In overall, there are only five factors that are 

statistically significant relationship with compensation of workers in estates and mills sector in the Multiple 

Linear Regression model which are race, gender, worker type, job type, and total working days. In 

conclusion, this paper not only addresses compensation management but also supports organizational values 

and strategic goals. By identifying and addressing gender wage disparities, it reinforces the company's 

commitment to diversity, equity, and inclusion. The findings promote a fair and transparent compensation 

structure, positively impacting employee morale and satisfaction. Ultimately, this paper underscores the 

significance of data-driven and equitable compensation practices, laying a foundation for future studies and 

fostering a culture of trust and fairness within the organization. In conclusion, despite providing useful 

information, this paper is limited by the data from a single organization.  
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